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RESEARCH ARTICLE

ChatGPT to generate clinical vignettes for teaching and multiple-choice
questions for assessment: A randomized controlled experiment

€Ozlem Coşkun , Yavuz Selim Kıyak and Işıl _Irem Budako�glu

Department of Medical Education and Informatics, Gazi University, Ankara, Turkey

ABSTRACT
Aim: This study aimed to evaluate the real-life performance of clinical vignettes and multiple-
choice questions generated by using ChatGPT.
Methods: This was a randomized controlled study in an evidence-based medicine training pro-
gram. We randomly assigned seventy-four medical students to two groups. The ChatGPT group
received ill-defined cases generated by ChatGPT, while the control group received human-written
cases. At the end of the training, they evaluated the cases by rating 10 statements using a Likert
scale. They also answered 15 multiple-choice questions (MCQs) generated by ChatGPT. The case
evaluations of the two groups were compared. Some psychometric characteristics (item difficulty
and point-biserial correlations) of the test were also reported.
Results: None of the scores in 10 statements regarding the cases showed a significant difference
between the ChatGPT group and the control group (p > .05). In the test, only six MCQs had
acceptable levels (higher than 0.30) of point-biserial correlation, and five items could be considered
acceptable in classroom settings.
Conclusions: The results showed that the quality of the vignettes are comparable to those created
by human authors, and some multiple-questions have acceptable psychometric characteristics.
ChatGPT has potential in generating clinical vignettes for teaching and MCQs for assessment in
medical education.
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Introduction

Medical education embarked on a breathtaking journey
from the age of information to the age of artificial intelli-
gence (AI) (Wartman and Combs 2018). One of the remark-
able AI-powered tools is the language model called
Generative Pretrained Transformer (GPT), which was cre-
ated by OpenAI. As a variant of GPT-3.5, ChatGPT has been
released for public use on 30 November 2022, and it
reached one million users only in five days (Buchholz
2023). The rapid expansion affected not only medical edu-
cation, but also other health professions education, such as
nursing (Choi et al. 2023) and dental (Thurzo et al. 2023)
education. Therefore, some have suggested considering the
release date as a dividing line between the pre-ChatGPT
world and post-ChatGPT world (Masters 2023).

ChatGPT works based on natural language processing
(NLP) techniques. In the field of NLP, large language mod-
els like the GPT (Floridi and Chiriatti 2020) have made
remarkable progress in recent years. As it is in ChatGPT
(Cotton et al. 2023), these models are trained on extensive
amounts of textual data and have the capability to produce
text that closely resembles human writing, accurately
answer questions, and accomplish other language-related
tasks with an appropriate level of precision.

In the context of teaching in medical education, its poten-
tial use cases have been discussed in the literature
(Seetharaman 2023; Tsang 2023). More specifically, a

commentary stated that self-check quizzes with answer
explanations can be generated by ChatGPT (Lee 2023).
Members of a medical school’s faculty have reported that
they employ ChatGPT for diverse tasks, which encompass
creating clinical vignettes and generating multiple-choice
questions (Cross et al. 2023). Two studies showed that clin-
ical vignette generation by using ChatGPT is possible (Benoit
2023; Bakkum et al. 2024), however, they did not evaluate
the quality of vignettes in real educational settings. There is
a scarcity of real-world implementations.

In the context of assessment in medical education, some
studies demonstrated ChatGPT’s ability to answer questions
in national exams. It achieved a score higher than the cut-off
mark on the national exam taken by medical students in
Spain after completing medical school to pursue a career as

Practice points
� Medical students are unable to differentiate between the qual-

ity of clinical vignettes generated by ChatGPT and written by
experts.

� Using ChatGPT can enhance the efficiency of the clinical
vignette writing process.

� Psychometric evidence showed that it is possible to generate
multiple-choice questions with acceptable item discrimination
using ChatGPT.

� It is crucial to remember that ChatGPT may sometimes provide
inaccurate content.
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a resident physician in a hospital (Carrasco et al. 2023).
Considering its score, if ChatGPT were to be a student, it had
the ability to choose from a wide range of specialties. It has
also provided a high proportion of correct answers in the
United States Medical Licensing Examination (Kung et al.
2023; Mihalache et al. 2023). However, its performance did
not meet the passing requirements in Chinese National
Medical Licensing Examination (Wang et al. 2023), as its per-
formance varies across different national exams (Alfertshofer
et al. 2023). While these studies focused on using ChatGPT to
answer the questions generated by humans, there is a scar-
city of research centered on presenting questions generated
by ChatGPT to humans.

From a broader perspective, AI has been used for teach-
ing and assessment in higher education in several ways such
as automated essay scoring, automated formative assess-
ment, evaluation of teaching, providing personalized content
(Zawacki-Richter et al. 2019; Ouyang et al. 2022). However,
none of the studies evaluated the psychometric characteris-
tics of multiple-choice items generated by using ChatGPT in
health professions education (Sallam 2023), and none has
studied implementation of clinical vignettes in an authentic
educational setting. Considering ChatGPT has provided
some crucial errors such as claiming “the human heart only
has two chambers” (Lee 2023) and it sometimes hallucinates
(Masters 2023), the evaluation of the generated content in
real-life settings becomes more important.

This study aimed to evaluate the real-life performance
of clinical vignettes and multiple-choice questions gener-
ated by using ChatGPT.

The research questions are as follows:

1. From the perspective of medical students, how is the
quality of clinical vignettes generated by ChatGPT
compared to those written by humans?

2. How is the psychometric characteristics (difficulty and
discrimination indices) of multiple-choice questions on
evidence-based medicine generated by ChatGPT?

Methods

Study design

This was a randomized controlled study. Figure 1 presents
the experiment process.

Study setting

We conducted this study in 2022–2023 education period in
Gazi University Faculty of Medicine, Ankara, Turkey. The six-
year undergraduate medical program teaches students evi-
dence-based medicine through a specialized longitudinal
curriculum. The first three years consist of theoretical and
practical instruction, such as learning how to access and
utilize PubMed. In the fourth-year practices, students
actively participate in a structured training on evidence-
based medicine that utilizes a modified version of the
PEARLS (Presentations of Evidence Abstracted from
Research Literature to Solve real people’s problem) method
(Stockler et al. 2009; Coşkun et al. 2022). Instead of working
with actual patients, each fourth-year student receives a
case, which is an ill-defined clinical vignette developed by
the board of evidence-based medicine. Students use their
assigned cases to present the evidence they have extracted
from research literature.

During one and half month of training period, students
are expected to follow a structured process that involves
several steps. The first step is to identify the clinical ques-
tion of the case. This involves formulating a clear and spe-
cific question that addresses the patient’s problem or

Figure 1. The experiment process.
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concern. The next step is to develop a research strategy
and use appropriate keywords to search for relevant stud-
ies. This involves searching electronic databases such as
PubMed, and using appropriate search filters to refine the
search results. Once students identify the studies, each stu-
dent chooses the best ones based on pre-determined
inclusion and exclusion criteria, which also considers evi-
dence pyramid. The chosen studies are then evaluated for
their quality, relevance, and applicability to the case at
hand. After evaluating the studies, each student applies the
information obtained to the case and makes a decision
based on the available evidence. Finally, they convert the
entire process into an oral presentation. The process also
includes learning how to calculate and evaluate some
measures, such as sensitivity, specificity, odds ratio, and
number needed to treat.

Participants

Seventy-four fourth-year medical students (N¼ 74) enrolled
in the undergraduate medical programme, where English is
the language of instruction, were eligible to participate in
the study. A group size of 35 students was chosen per group
using power analysis with an effect size of 0.70, power of
0.80, and alpha of 0.05 (Creswell 2012). We randomly
assigned the student population (N¼ 74) to either the
ChatGPT group or the control group, and all underwent the
same process during the training. The randomization was
performed using SPSS 22.0 for Windows (Chicago, IL, USA).
The only difference between the two groups was the origin
of the cases they received, either ChatGPT or human-written.
The students were blinded to the origin of the cases.

Cases

We generated the cases utilized in the ChatGPT group by
using the Free Research Preview of ChatGPT (version 3.5)
between December 2022 and January 2023. Since we con-
ducted this study before ChatGPT-4 was introduced, we
were unable to use the latest version. Furthermore, the
subscription-based model of ChatGPT-4 poses inclusivity
challenges for medical educators in developing countries
due to the monthly payment requirement. Therefore, we
believe that obtaining evidence on the free version would
help to address the existing inequities in the world.

The prompt template we used was as follows:

“We need an ill-defined medical case. Medical students will use
this case to apply evidence-based medicine principles. For this
reason, the case should include a dilemma. It should be on
[THE DISEASE OR PROBLEM]. The case should consist of [THE
NUMBER OF SENTENCES] sentences. Provide the age and
gender of the patient.”

The prompt template involved filling in the "[THE DISEASE
OR PROBLEM]" section with the name of the disease or prob-
lem from the human-written cases. Additionally, we com-
pleted the "[THE NUMBER OF SENTENCES]" section by
indicating the number of sentences in the human-written
case. Table 1 provides an example of a human-written case,
the prompt, and the case generated by ChatGPT.

We applied the template to each human-written case to
generate a case on the respective disease/problem using
ChatGPT, resulting in 37 cases produced by ChatGPT. The
board of evidence-based medicine had developed and
approved the human-written cases. The board members,
who are subject-matter experts, also evaluated the cases
produced by ChatGPT. Subject-matter experts carried out
the evaluations to ensure the suitability of the cases for
evidence-based medicine training. Out of 37 cases pro-
duced by ChatGPT, 22 cases were approved by the consen-
sus of the board members without needing any revision.
However, for the remaining 15 cases, they expressed some
concerns such as being too vague for undergraduate med-
ical students or mentioning the generic name of a medi-
cine. Therefore, we entered new prompts as a response in
the chat. These prompts are as follows:

� “Please use a specific treatment/medicine in the case.”
� “Please remove the generic name of the medicine and

use the active substance name instead.”
� “Please mention a specific treatment option and write

the case again.”
� “Please mention the name of the test and write the

case again.”
� “Please mention for which genetic disease the test has

been performed and write the case again.”

These prompts led ChatGPT to revise the cases gener-
ated by itself in order to enhance the cases’ suitability. All
revisions have been made by ChatGPT considering the
prompts. Subject-matter experts only evaluated and
approved the revised cases, no single change was made
directly by humans in the ChatGPT-generated cases.

The students evaluated the cases at the end of the
training. They accessed an online version of the survey
form through Google Forms. The survey form included 10
statements with a 5-point Likert scale (1: Definitely not
agree, 5: Definitely agree). Table 2 presents the statements.
There was no missing response in any of the statements.

Multiple-choice questions

ChatGPT generated the questions to assess students’ know-
ledge on evidence-based medicine. Supplementary material
presents the prompts developed based on the training

Table 1. An example of the cases and the prompt.

The human-written case The prompt used in ChatGPT The case generated by ChatGPT

A two-year-old girl applies to your outpatient
clinic because of a barking cough. In the
anamnesis obtained from her mother, she
appears to have stridor the night before. The
medical resident who works with you asks for
your opinion on whether nebulized
budesonide reduces hospitalization compared
to placebo in a mild to moderate episode of
croup.

We need an ill-defined medical case. Medical
students will use this case to apply evidence-
based medicine principles. For this reason, the
case should include a dilemma. It should be
on croup. The case should consist of three
sentences. Provide the age and gender of the
patient.

A three-year-old male presents with a barking
cough and hoarseness. He has a history of
croup and his parents are unsure whether to
bring him to the emergency room or wait and
see if symptoms improve. The medical team
must decide whether to administer a
corticosteroid to reduce inflammation.
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programme and the questions, with the numbers men-
tioned in the results section. Subject-matter experts did
not make any change in the questions. In total, there were
15 multiple-choice questions. The test was administered
face-to-face in classroom settings with proctors. Out of 74
students, 63 of them accepted to participate in.

Statistical analysis

We assessed the difference between the mean scores of
two groups on the cases using Independent Samples T-
Test on SPSS 22.0 for Windows (Chicago, IL, USA), given
that it is acceptable to perform parametric tests when ana-
lyzing Likert scale responses (Norman 2010). We considered
a p-value less than 0.05 statistically significant. We also cal-
culated the effect sizes using Cohen’s d. Effect sizes of 0.2
are small, while effect sizes of 0.5 are medium (Sullivan
and Feinn 2012).

We evaluated the items (multiple-choice questions)
based on Classical Test Theory. We carried out item analysis
using Microsoft Excel to determine item difficulty (calcu-
lated by dividing the total score of test-takers by the max-
imum possible score). We calculated point-biserial
correlation values using Spearman correlation on SPSS 22.0
for Windows (Chicago, IL, USA). It helps to determine
whether an individual test item effectively discriminates
between students who perform well on the overall test
and those who do not. Large-scale standardized test devel-
opers usually require an item’s point-biserial correlation to
be at least 0.30 or higher to be considered effective
(Downing and Yudkowsky 2009). However, for classroom-
type tests developed locally, the values in the mid to high
0.20s may be satisfactory (Downing and Yudkowsky 2009).
Therefore, we considered the values 0.30 or higher
acceptable.

Results

Evaluation of the cases

Out of 74 students, 10 students declined to fill the evalu-
ation form. In total, 64 students participated in the study.

While there were 34 students in the ChatGPT group, there
were 30 students in the control group.

None of the scores showed a significant difference
between the ChatGPT group and the control group (p >

.05). Nine out of the 10 statements had a small effect size.
However, one statement, "The case required me to use my
clinical reasoning skills", had a medium effect size (Cohen’s
d: 0.44). The mean score for this statement was 4.44 in the
ChatGPT group and 4.10 in the control group (Table 2).

Evaluation of the multiple-choice questions

Out of 64 students who accepted to participate in the
study, one student could not participate in the exam.

Table 3 presents item difficulty and point-biserial correl-
ation values.

Only six items (#3, #8, #11, #12, #13, #15) had accept-
able levels (higher than 0.30) of point-biserial correlation.
Addition to those items, five items (#2, #4, #6 #7, #14) can
be considered acceptable in classroom settings due to hav-
ing the values in the mid to high 0.20s. However, the
remained items (#1, #5, #9, #10) had unacceptable values.

Discussion

This study aimed to investigate the feasibility of using a
publicly available language model, ChatGPT-3.5, to gener-
ate clinical vignettes and multiple-choice questions for
medical education. To our knowledge, this study is the first
of its kind to evaluate the performance of ChatGPT-gener-
ated vignettes and multiple-choice questions in real-world
educational settings.

The results regarding vignettes showed that there was
no significant difference in the quality rated by medical
students between the ChatGPT vignettes and the control
vignettes. However, the clinical vignettes related to the
statement "The case required me to use my clinical reason-
ing skills" had a medium effect size and showed that the
vignettes generated by ChatGPT scored higher than the
human-written vignettes. In addition, nine out of the ten
evaluation criteria had small effect sizes, indicating that the

Table 2. Evaluation of the clinical vignettes by 64 medical students.

Statementsa
Vignette
Group

Number of
participants Mean (SD) p-valueb

Effect Size
(Cohen’s d)

1. The case was written in an understandable way. ChatGPT 34 4.11 (1.12) >.05 0.13
Human 30 3.96 (1.06)

2. There were no spelling errors in the case. ChatGPT 34 4.73 (.51) >.05 0.30
Human 30 4.53 (.77)

3. There were no contradictions in the case. ChatGPT 34 4.29 (.79) >.05 0.26
Human 30 4.50 (.82)

4. The case was fun to deal with. ChatGPT 34 4.02 (.86) >.05 0.13
Human 30 3.90 (.88)

5. The case required me to use my clinical reasoning skills. ChatGPT 34 4.44 (.61) >.05 0.44
Human 30 4.10 (.88)

6. The case was suitable for generating keywords to search the literature. ChatGPT 34 3.97 (1.14) >.05 0.32
Human 30 4.30 (.87)

7. A research question could be developed using the case. ChatGPT 34 4.35 (.88) >.05 0.21
Human 30 4.16 (.87)

8. I liked the case. ChatGPT 34 3.76 (1.20) >.05 0.28
Human 30 4.06 (.90)

9. The case was not conducive to learn evidence-based medicine processes. ChatGPT 34 2.29 (1.26) >.05 0.13
Human 30 2.13 (1.19)

10. The case needs to be corrected. ChatGPT 34 2.44 (1.41) >.05 0.17
Human 30 2.20 (1.29)

aLikert scale; 1: Definitely not agree, 5: Definitely agree.
bIndependent-Samples T-Test.

4 Ö. COŞKUN ET AL.



clinical vignettes generated by ChatGPT were comparable
to those created by human authors. This finding extends
the findings of a previous research to medical education
vignettes, which showed there have been reports by users
stating that the text generated by the GPT-3 model is diffi-
cult to distinguish from text written by humans (Elkins and
Chun 2020). Similarly, in a recent study, academic physi-
cians struggled to consistently distinguish between letters
of recommendation authored by humans and those gener-
ated by ChatGPT (Preiksaitis et al. 2023). In clinical vignette
context, two studies showed that ChatGPT is capable of
generating clinical vignettes (Benoit 2023; Bakkum et al.
2024). Our study complemented the findings of these stud-
ies by demonstrating the performance in authentic medical
education settings.

While the vignettes rated by medical students were not
significantly different, the questions generated by ChatGPT
were able to achieve acceptable levels of point-biserial cor-
relation for some of the multiple-choice questions. Six
items had acceptable levels of point-biserial correlation,
while five items could be considered acceptable only in
classroom settings. These results suggest that ChatGPT has
potential in generating multiple-choice questions that can
be used in medical education.

Automatic item generation (AIG) has been performed
using mainly one of these three different methods (Kurdi
et al. 2020): Syntax-based, semantic-based, and template-
based. Template-based methods have shown a good suc-
cess (Falc~ao et al. 2022) even in national exams, for
example, in Canadian exams (Pugh et al. 2020), and have
also provided promising results in various languages such
as Chinese (Gierl et al. 2016) and Turkish (Kiyak et al. 2023).
However, the process relies more on expert effort and time
than generating items based on NLP techniques. According
to Gierl et al. (2021), non-template-based approaches such
as NLP techniques were not preferred over template-based
methods in AIG. However, a recent study found promising
results in an expert evaluation of questions generated by
ChatGPT using simple prompts (Cheung et al. 2023). Our
study took a step further by presenting evidence from an
exam setting. These recent findings indicate the potential
shift away from template-based methods. This potential
may have arisen from the fact that GPT-3’s corpus is ten
times larger than any previous models (Brown et al. 2020),
even if the data is not directly related to the test’s purpose.
Therefore, it is reasonable to assume that larger and

specialized models could result in higher quality items.
Additionally, utilizing more complex prompts instead of
our simple ones also may lead to better items.
Incorporating factors such as learner type, competency
level, and preferred difficulty level would probably have
enhanced the suitability of the generated multiple choice
questions. As a consequence of that, prompt engineering
could potentially become a crucial skill for medical teachers
and test developers. Furthermore, there already are well-
designed prompts for generating multiple-choice questions
in the published literature (Kıyak 2023; Zuckerman et al.
2023).

While our study demonstrated that ChatGPT can be
effective in generating clinical vignettes and multiple-
choice questions in the context of medical education, it is
important to consider the potential disadvantages of using
this technology. One major disadvantage is the lack of con-
trol over the generated content. There is always a risk that
some generated vignettes or questions may contain inac-
curacies or biases that could lead to incorrect or misleading
information being presented to students, as once ChatGPT
claimed that “the human heart only has two chambers”
(Lee 2023). Similarly, in one of our questions, an option
included "none of the above", an option discouraged by
test development guidelines for multiple-choice questions.
While developing materials, it is still essential for medical
educators and test developers to bear in mind that any AI
model depends on the data it was trained on. Therefore,
using well-designed prompts (Kıyak 2023; Zuckerman et al.
2023) rather than simple ones, exercising caution, and
incorporating expert oversight remain imperative (Han
et al. 2023; Indran et al. 2023). To mitigate the risk in
teaching, we initially provided the vignettes for approval
by subject-matter experts.

This study has some limitations. The first limitation is
that the sample size was small. Moreover, the participants’
specific characteristics, such as gender and age, might
affect generalizability. Unfortunately, the lack of demo-
graphic data collection prevented us from assessing their
impact. Another limitation is that the study was conducted
in a single institution, and the results may not be generaliz-
able to other settings. Therefore, future studies can be con-
ducted in different institutions and settings to increase the
external validity of the findings. However, it is important to
note that extrapolating the results to different subjects or
medical schools could be challenging due to the ongoing
rapid evolution of language models. For example, a newer
version, which is GPT-4, was released on March 2023. The
current findings are indicative of its capabilities as of
January 2023. Another limitation arises from using only the
difficulty and discrimination indices as the primary indicator
of question quality. An in-depth analysis of the question
content could identify any problems in the questions, such
as “none of the above” option.

Conclusion

The present study provides evidence that ChatGPT has
potential in generating clinical vignettes for teaching and
multiple-choice questions for assessment in medical educa-
tion. The results showed that the quality of the vignettes
are comparable to those created by human authors, and

Table 3. Item difficulty and point-biserial correlation values of 15 multiple-
choice questions answered by 63 medical students.

Item (Multiple-Choice Question) Difficulty Point Biserial Correlation

1 0.87 0.16
2 0.96 0.25�
3 0.47 0.42�
4 0.96 0.26�
5 0.98 −0.02
6 0.33 0.24
7 0.74 0.27�
8 0.61 0.35�
9 1 N/A
10 0.82 0.17
11 0.42 0.42�
12 0.68 0.40�
13 0.38 0.55�
14 0.31 0.27�
15 0.50 0.42�
�p< 0.05.
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some multiple-questions have acceptable psychometric
characteristics. However, further research is needed to sup-
port or refute these findings and to address the limitations
of this study. Despite the limitations, this study sheds light
on the role of artificial intelligence in medical education
and highlights the potential of large language models in
generating educational and assessment materials.
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